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What are the major scientific challenges of the first half of the 21st century? Can we 
establish the priorities for the future? How should the scientific community tackle them?

This book presents the reflections of the Spanish National Research Council (CSIC) 
on 14 strategic themes established on the basis of their scientific impact and 
social importance.

Fundamental questions are addressed, including the origin of life, the exploration 
of the universe, artificial intelligence, the development of clean, safe and 
efficient energy or the understanding of brain function. The document identifies 
complex challenges in areas such as health and social sciences and the selected 
strategic themes cover both basic issues and potential applications of knowledge. 
Nearly 1,100 researchers from more than 100 CSIC centres and other institutions 
(public research organisations, universities, etc.) have participated in this analysis. 
All agree on the need for a multidisciplinary approach and the promotion of 
collaborative research to enable the implementation of ambitious projects focused 
on specific topics.

These 14 “White Papers”, designed to serve as a frame of reference for the 
development of the institution’s scientific strategy, will provide an insight into 
the research currently being accomplished at the CSIC, and at the same time, build 
a global vision of what will be the key scientific challenges over the next decade.
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	 1	 New Foundations for a Sustainable Global Society

	 2 	Origins, (Co)Evolution, Diversity and Synthesis of Life
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	 7 	Global Change Impacts
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1. EXECUTIVE SUMMARY

The relationship between AI and cybersecurity is of conflicting nature. While 
threat detection and containment can be perfected by the use of new AI tools 
and methodologies, the current data deluge and the increasing complexity of 
information and communication technologies ( ICT ) make almost impossible 
to properly protect them without the guidance of automatic decision making 
solutions. However, an excess of confidence in such solutions can compromise 
security and enclose safety risks for information systems. Moreover, neglect-
ing the treatment of these risks could undermine the different modalities of 
governance that configure some pillars of our democracy. Fundamental citi-
zens ’ rights such as privacy or accountability in public procurement are ma-
jor components of the conundrum related to the alignment of technological 
possibilities with ethical, legal and normative regulations. This chapter sum-
marizes the CSIC approach to tackle the above challenges in the crossed do-
main of AI and cybersecurity, underlining the need for an integral strategy 
for the deployment of secure and safe AI systems. This approach encompass-
es the whole stack associated with the design and implementation of AI solu-
tions, ranging from the hardware to the application layer, and considering the 
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theoretical underpinnings to adequately bridge AI functionality and cyberse-
curity requirements.

2. INTRODUCTION AND GENERAL DESCRIPTION

ICT systems need to integrate approaches to minimise security risks. In order 
to forecast, monitor, and update the security of ICT systems, techniques based on 
AI and other automated tools contribute to threat detection in massive data pro-
cessing with minimal human intervention in order to protect national critical 
infrastructures. According to the EU NIS Directive ( 2016/1148 ), the 2019 Span-
ish Cybersecurity Strategy and global standards ( e.g. ISO27001, ISO27005 ), cy-
berspace needs to be protected from malicious and illicit activities of all kinds. 
The resilience and operational continuity of critical infrastructures ( water, en-
ergy, transport, financial and health sectors ) need also to be ensured. Comput-
er Security Incident Response Team must be equipped with the appropriate ad-
vanced cybersecurity tools to adequately respond to attacks or system failures.

All private and public actors must contribute to achieve the following objec-
tives. First, the protection of computer systems, networks between comput-
er systems, networks of networks ( social networks included ) against eventu-
al attacks to their hardware, software and electronic data, as well as the 
disruptions or failures of the services they provide ( computer technology ). 
For instance, Global Navigation Satellite Systems ( GNSS ) are strategic to pro-
vide geo-spatial positioning. Second, in order to ensure the trustworthy de-
velopment of interconnected digital technologies, we need two things. A sig-
nificant improvement in the quality and safety of AI-assisted services 
facilitating the interaction between humans and between humans and bots. 
The safe, proportionate and ethical processing of massive amounts of data 
through a robust infrastructure to enable extensive and intensive digital com-
munication activity both terrestrial and through satellites.

One of the added problems that advanced cybersecurity has to handle is that 
there is no overarching government ruling in the cyber-physical domain. It has 
generated and generates numerous conflicts over boundaries, hierarchies of 
rights and priorities over how the technology should be designed and used. Ad-
ditionally, the irruption of available efficient machine learning ( ML ) algorithms 
( in special, deep learning [ DL ] algorithms ) and their ubiquitous implementa-
tions in public and private services ( including, health, education, justice, gov-
ernance, public and administration, citizen security, wellness, mobility, 
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business management and optimization, marketing and demography ), togeth-
er with autonomous computer security bots that automatically repair security 
vulnerabilities without human intervention ( cybersecurity reasoning systems ), 
increase the need for advanced cybersecurity research with capability of facing 
new kinds of global safety vulnerabilities, risks and threats.

Governments cannot only rely on private companies to develop next-gener-
ation cybersecurity solutions, but need to have their own experts to ensure 
common security criteria are respected in product development, cryptograph-
ic protocols are robust, backdoors are not built into critical systems. Starting 
from a vision of cybersecurity as a public good, public-private partnerships on 
cybersecurity need to maximise and advance theoretical and operational 
knowledge on risks and vulnerabilities of those digitally automated systems 
on which society increasingly relies to function.

As a huge variety of applications is being automated through ML algorithms, it 
is essential that these techniques are robust and reliable as many decisions are 
based on their outputs. State-of-the-art ML algorithms perform extraordinar-
ily well on standard data but, recently, have been shown to be vulnerable to ad-
versarial examples, data instances targeted at fooling them (Goodfellow, Shlens 
and Szegedy, 2015). Algorithms designer should take into account the possible 
presence of adversaries to be robust against such data manipulations. The work 
in (Comiter, 2019) provides a review from the policy perspective showing how 
many AI societal systems, including content filters, military systems, law en-
forcement systems and autonomous vehicles ( AV ), to name but a few, are sus-
ceptible and vulnerable to attacks. The proper alignment between the benefits 
of the new cyberphysical reality and the protection against cyberthreats using 
AI techniques is a major challenge. To face this properly, cybersecurity solu-
tions have to be evaluated.

Traditionally, information security has been structured around the protection 
of the confidentiality, integrity and availability ( CIA ) of information. The com-
plexity of living in an hyper-connected environment demands going beyond the 
CIA triad (Vacca, 2013) to include security objectives such as authentication, 
authorization and auditability ( 3Au scheme ) procedures (Krutz and Vines, 
2002). This implies the deployment of security policies focused on the delimi-
tation of a security perimeter supported by access control policies ( e.g. traffic 
routers, firewalls ) that enable network traffic analysis and control. The correct 
application of policies and procedures to protect the CIA and 3Au properties 
guarantee the proper functioning of information systems and communication 
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channels. Thus, information assets are protected through the preservation of 
the CIA+3Au, and the adequate creation of a secure perimeter. Security can only 
be achieved if there is a coherent and consistent articulation of such paradigms 
in relation to the solutions for achieving a good security perimeter. Moreover, 
the integration of AI as part of an integral cybersecurity strategy should ac-
knowledge the contributions from the conventional information security frame-
work, but it has to be extended to treat other aspects arising form ( cyber )safe-
ty, physical harms, cyberattacks targeted at hindering assets as reputation and 
trust in institutions, organizations and governments, as it occurs in the case of 
hybrid warfare. Data-driven methodologies and tools should be devised to fur-
ther extend the CIA+3Au and construct a smart perimeter to articulate cyber-
security and cybersafety more coherent and consistent manner.

The variable and dynamic nature of various modes of information exchange 
makes it necessary to reinterpret the security perimeter, in which the concept 
of digital identity plays a central role. A digital identity is nothing more than 
an application that assigns a user a place in the cyberspace. That application 
is an operation performed on the basis of something users know ( password ) 
and something that identify them ( a biometric feature or an ID ). These digi-
tal identity management mechanisms require the involvement of some sort 
of central authority, which is responsible for checking the authentication in-
formation provided by the user and authorizes access to the system/service 
if it is valid. In practice this means that this central authority has stored in-
formation that enables the verification of digital identities. If the central au-
thority loses this information ( e.g., credential theft in cloud services such as 
Dropbox ) there is a serious security problem. In addition, the central author-
ity has the ability to record all the activity of a digital identity and, therefore, 
of the corresponding user. The latter infringes on users ’ privacy, something 
that may have legal and/or regulatory consequences, in addition to a possible 
deterioration in users ’ confidence in ICTs. This impact is of major relevance 
if we take into consideration AI applications based on the automatic treat-
ment of personal data to sustain or deliver automatic decision making. In oth-
er words, the outsourcing of data storage and computing encloses a challenge 
in terms of governance, which should be properly considered and managed to 
adequately include AI as part of any integral cybersecurity strategy. As an im-
portant component of the CSIC smart cybersecurity plan, blockchain and dis-
tributed ledger technologies are discussed as a means to monitor AI activity, 
foster accountability by means of advanced digital evidence recording and 
treatment, and promote transparency in the context of e-governance.
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3. IMPACT IN BASIC SCIENCE PANORAMA 
AND POTENTIAL APPLICATIONS

Information security in general, and cybersecurity in particular, are built upon 
the intertwining of multiple disciplines and knowledge domains. Ranging from 
communication systems to networks, any software application cannot be con-
sidered neither safe nor secure unless the underlying hardware is properly 
analyzed and validated, which also calls for an exhaustive pondering of each 
single functional and non-functional requirement. In the very case of AI and 
cybersecurity, the dual nature of their connection demands the articulation 
of holistic approaches. Advances in AI disciplines as natural language process-
ing ( NLP ), recommender systems, people analytics, DL, and chatbots have in-
creased the effectiveness of different types of autonomous agents in scenari-
os as digital on-boarding in banking systems, AI-powered messaging in 
e-commerce and targeted advertising, robotic autonomous systems, autono-
mous vehicles, unmanned aerial vehicles, cyber weaponry, and automatic writ-
ing. In all these contexts, information is not only captured, transformed and 
exchanged. Certainly, automation is imbricated in the very generation of new 
pieces of information that could be further fed into ( automatic ) decision mak-
ing/taking processes. Security and safety in all these areas demands knowl-
edge construction and sharing between professionals and researchers with 
very different background and interests. Therefore, there is an urge to foster 
interdisciplinary theoretical innovation in cybersecurity, which has a special 
relevance in the case of the crossed domain of AI and cybersecurity.

3.1. Fundamentals
Mathematical, logical and physical foundations
Many mathematical sciences aspects are relevant at the AI-cybersecurity in-
terface. To name but a few, statistical and ML methods are essential for prop-
erly uncovering patterns and trends in attacks ; risk analysis provides meth-
odologies for the proper management of threats ; game-theoretic methods 
facilitate modelling the presence of intelligent adversaries. Advances in these 
areas facilitate progress in cybersecurity analytics ; in turn, complex problems 
in the cybersecurity domain motivate advances in mathematical sciences.

Smart cybersecurity is going to be articulated in cyberphysical enviroments 
where any mathematical framework should be properly enhanced and adapt-
ed by physical underpinnings. The application of formal methods, π calculus 
and communication sequential processes, is of major relevance to bridge 

Copia gratuita / Personal free copy      http://libros.csic.es



166 Smart Cybersecurity

CSIC SCIENTIFIC CHALLENGES: TOWARDS 2030

mathematical tools and the requirements and limitations of different opera-
tional contexts. The latter has been successfully applied in cybernetics and 
control systems to verify safety and liveness properties. Nonetheless, there 
should be a roadmap to better bridge AI, cybersecurity and control theory.

Threat modeling
AI can be applied to the analysis of malicious activity in information systems 
and networks. This could contribute to extend and enhance current methods 
to characterize computer security threats, as STRIDE. Indeed, AI can aid in 
grasping more adaptively the tactics and strategies of potential attackers. It 
is worth noting the difficulties associated with modeling insider threats and 
byzantine faults, the threats associated with users with privileged informa-
tion about an organization, but also the problems associated to spurious ac-
tivity and unintentional misuse of information systems. Along with data min-
ing ( DM ) and ML, game theory and formal methods based on π calculus 
should be integrated into general frameworks for the characterization of at-
tack vectors and their impact in information systems (Diaz et al., 2019).

With the purpose of enforcing cybersecurity, there exist several security threats 
whose subsequent analysis can be very helpful to protect the systems at the 

FIGURE 8.1—Knowledge domains involved in the deployment of an holistic cybersecurity policy.
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end. Big data ( BD ) tools should be applied in the design, implementation and 
validation of adaptive systems for the protection of cyberspace and, therefore, 
of our physical world (Curry et al., 2013). To this end, the first step is to carry 
out an in-depth review of the uses of DM, ML and AI, both in the characteri-
zation of abuses in the use of ICT and in the establishment of safeguards and 
other proactive mechanisms for a safer and more satisfactory experience in 
the ICT field (Stamp, 2017). Successful cases of DM-ML-AI can be found in 
the context of cryptography (Rivest, 1991; Bost et al., 2015), the identification 
of malicious software (Ucci, Aniello and Baldoni, 2017) and intruders (Huang, 
He and Dai, 2015) or the attribution of responsibility in the diffusion of soft-
ware (Caliskan-Islam et al., 2015). Based on the recognition of the work in 
each of the cybersecurity domains where some element of the DM-ML-AI tri-
plet has been applied, we also need to realize the need for comprehensive ap-
proaches to analyze heterogeneous data sources to identify security threats 
quickly and effectively (de la Torre, Lago and Arroyo, 2019). Likewise, we have 
to take into consideration that such an integral approach must be continu-
ously adjusted, to react in a convenient way to short-term or structural mod-
ifications of the operation context.

In this context, DL is presented as a key element in providing such a compre-
hensive approach. In recent years, deep neural network models have broken re-
cords in many ML application areas, from NLP to machine vision, and have re-
cently begun to be applied in the context of cybersecurity. The main hypothesis 
of the medium-term objectives consists of considering DL techniques as the 
fundamental basis of the integral scheme for early detection of threats in infor-
mation security management systems. This approach takes as a reference, in 
the first place, the advantages of deep networks as mechanisms for the auto-
matic codification of features and their capacity to take advantage of existing 
structural and spatial dependencies in data to build reliable models. Secondly, 
it takes into account the positive results of DL in the framework of cybersecu-
rity, in applications such as intrusion detection(Kim and Aminanto, 2017), pri-
vacy protection assessment (Rimmer et al., 2017), malware identification (Bi-
sio et al., 2017; Yu et al., 2017; Lison and Mavroeidis, 2017; Su et al., 2018), 
continuous user authentication (Shoshitaishvili et al., 2017), etc. Finally, the 
comprehensive scheme for dealing with security events and incidents must be 
supported by an adequate articulation of its life cycle. In this respect, a meth-
odology for the correction of the hyperparameter space of DL models will be 
implemented based on recent results in the field of adversarial ML ( AML ) and 
algorithmic fairness (Lepri, 2018).
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Adversarial machine learning
A basic hypothesis of ML theory is that their systems rely on independent and 
identically distributed data for both the training and testing phases. However, 
security aspects, which conform the field of AML, question such hypothesis 
given the presence of adaptive adversaries ready to modify the data and ob-
tain a benefit, potentially degrading the performance of ML algorithms with 
important consequences. Practically all ML methodologies have been touched 
upon from an adversarial perspective including, to quote just a few, naive 
Bayes ; logistic regression ; support vector machines ; latent Dirichlet alloca-
tions ; or deep neural networks.

AML is a difficult area rapidly evolving through an arms race in which the com-
munity alternates a cycle of proposing attacks and implementing defences. 
Thus, it is crucial to develop sound techniques. Note though that, stemming 
from the pioneering (Dalvi et al., 2004), most of this research has been framed 
within a standard game-theoretic approach pervaded by Nash equilibrium 
and refinements. However, these entail common knowledge assumptions 
which are hard to maintain in the security realm. We could argue that com-
mon knowledge is too commonly assumed. A new paradigm seems to be 
required.

Disintermediation and decentralization : beyond blockchain
A technology with great potential in AI governance is the blockchain (Wer-
bach, 2018), the base technology of bitcoin. In the case of bitcoin, blockchain 
is oriented towards creating a record of financial transactions based on a dis-
tributed consensus protocol and, therefore, without a central authority ( the 
database administrator or backing services ). Today, these distributed net-
works solve the problem of the custody of information assets, without relying 
on a trusted third party. Distributed ledger technologies ( DLT ) offer a whole 
range of solutions for disintermediation in the processes of information man-
agement and value exchange (ISO). These solutions lead to new ways of gen-
erating and negotiating trust and tracing and linking operations. These facil-
itate new forms of managing digital identities that are consistent with the 
requirements of the General Data Protection Regulation ( GDPR ) (Voigt and 
Von dem Bussche, 2017) and the Payment Services Directive PSD-2 (Cortet, 
Rijks and Nijland, 2016), and with the specifications of the regulation on elec-
tronic identification and trust services in electronic transactions in the inter-
nal market ( electronic identity recognition scheme (European Union)).
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The design of new consensus protocols in asynchronous distributed systems 
configures an essential step in the definition of new decentralized trust man-
agement schemes. DLT and, particularly, blockchain are built upon consen-
sus algorithms that enable state validation and replication without the par-
ticipation of any sort of central authority. This opens up the possibility of 
establishing data governance schemes with different levels of traceability, link-
ability, transparency, and accountability. Among the most adopted consensus 
algorithms, the proof-of-work ( PoW ) is the most popular public permission-
less blockchain of the kind applied in the case of bitcoin and ethereum. In ad-
dition, there exist plenty of alternatives to the PoW, such as the proof of stake 
or the practical byzantine fault tolerant. From a theoretical point of view, it 
must be established the relation between the safety and security of blockchain 
ecosystems and the properties of the underlying consensus protocols. More-
over, consensus protocols along with the peer-to-peer communication net-
work and the cryptographic layer of a blockchain determine the on-chain gov-
ernance of this technology. However, it is important to notice that the 
blockchain technology does not impose restrictions by itself on the behaviour 
of external agents. As a result, it is necessary to take into consideration differ-
ent off-chain governance schemes to ensure the right balance between con-
flicting interests, business dynamics, and legal and normative requirements. 
Thus, the study of consensus algorithms and protocols should be conducted 
not only from the perspective of the theory of asynchronous distributed sys-
tems, but should also encompass contributions from other fields, such as game 
theory, corporate governance and complex networks. This type of analysis is 
especially required in the case of public permissionless blockchains, since the 
efficient and effective collaboration among stakeholders cannot be achieved 
unless efficient and effective rewarding policies are clearly and robustly 
defined.

Blockchain can play a key role in IT governance. Taking as a starting point the 
International Standard for Corporate Governance of Information Technology 
( ISO/EIC 38500 ), while also acknowledging the fundamental role ICTs plays 
in e-government, there is a need to envision new ways of incorporating IT de-
sign decisions into the complexities of corporate, social and political govern-
ance. The design, implementation and validation of different technological 
means to foster citizens ’ participation in decision making, public procure-
ment monitoring, and other expressions of digital transparency and account-
ability, is necessary to promote trust in e-governance schemes and ensure ac-
tive verification of the trustworthiness of trustees.
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The following areas of research can be identified within the blockchain 
domain :

	Ț Blockchain protocols to bear data curation processes and protect the 
data lifecycle.

	Ț Advanced blockchain governance schemes to monitor AI-based decision 
making.

	Ț Development of schemes based on blockchain for the correct protection 
of information assets and the privacy of sensitive user data (Finck, 2018).

	Ț Use of blockchain as a distributed storage system for event capture in 
highly dynamic environments, such as IoT networks (Iglesias García, 
Diaz, and Arroyo, 2019).

In addition, blockchain scalabality and usability should be tackled in each of 
the above research objectives, otherwise the technology and, in specific, its 
integration in the AI ecosystem will be critically hindered.

Privacy-utility models for data sharing and minimisation
Privacy is a very elusive, context-dependent concept, difficult to be expressed in 
formal terms. Privacy can be interpreted as confidentiality, as control, and as 
practice. One major challenge in the data deluge era is the development of a sol-
id theoretical framework to define the possibilities and limitations of data ex-
ploitation models. In conjunction with traditional sanitization and pseudo-an-
onymization procedures, the differential privacy approach seems promising in 
delivering privacy respectful ML and DM. Along the development of cryp-
tographic tools, this kind of proposal can be further extended by means of, for 
instance, homomorphic encryption and multiparty computation. Furthermore, 
trust management, specifically the definition of dis-joint trust domains is very 
relevant to promote trustworthiness across different models of data outsourc-
ing, storage and computation. A number of proposals have been made to protect 
people’s and information privacy. Some examples are : group signatures ; network 
traffic anonymization through Tor ; CryptDB for querying encrypted data using 
homomorphic encryption ; or the theoretical framework of differential privacy 
( widely used in biomedical data processing ). Indeed, users ’ privacy can be pro-
tected using privacy enhancing technologies ( PET ). PETs include cryptographic 
tools for managing anonymity and processing encrypted information, as well as 
solutions for information obfuscation. While PET technologies enable the pro-
tection of users ’ identities, they can also be abused by malicious actors, as it hap-
pens with bitcoin and Tor, generally associated with ransomware attacks and 
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payments ( e.g. WannaCry, Petya or Ryuk attacks ). These technologies are also 
associated to illegal market activities on the dark web. As any technology, PETs 
can be abused. Anonymity, which be used as a camouflage by criminals, is a cor-
nerstone of electronic voting systems (Querejeta Azurmendi et al., 2019) and of 
privacy-respectful e-commerce platforms (Diaz et al., 2019). Undertaking an 
analysis of privacy-security tradeoffs (Arroyo et al., 2015; Diaz et al., 2018), and 
of privacy-surveillance tradeoffs (Ball et al., 2019) is necessary to enable to new 
forms of interventions of security agencies into encrypted communications and 
services. Striking a balance between the need to fight malicious activities and the 
safeguard of people’s data protection rights, as required by the GDPR (Voigt and 
Von dem Bussche, 2017), is a huge challenge that requires interdisciplinary re-
search, technological innovation, and policy development.

3.2. Applications
Data-driven threat models and containment in information systems
Over the last two decades, DM and ML techniques have increasingly been used 
to gather and interpret digital evidence, and enhance auditing and forensics 
capabilities on both networks and devices. The protection of the security pe-
rimeter has evolved : from the simple use of routers, firewalls and other net-
work devices, we have witnessed the proliferation of behavioural, data-driv-
en operational models focused on intrusion and malicious activity detection. 
Some examples are : intrusion detection systems, web application firewalls, 
and security information and event management systems. These solutions 
rely on BD analytics, thus requiring further improvements of DM, NLP and 
other ML techniques. Moreover, the elusive nature of evolving cyberthreats, 
and the heterogeneity of agents operating in cyberphysical systems, demand 
the integration of information sources placed outside corporate or govern-
ment control. In the case of disinformation campaigns and other information 
operations, the study and characterization of social media and open data is 
key to leverage open source intelligent. There is a widespread demand for ef-
fective procedures to monitor the quality of information travelling online. As 
in previous cases, information gathering is an essential element that require 
to improve sensorization and event recording/treatment along the entire data 
lifecycle. The proper integration of hardware and software tools and method-
ologies is needed to ensure system and AI trustworthiness in line with the se-
curity-by-design principle.

AI can foster the creation of robust authentication, authorization, audit and 
accountability solutions. In this vein, a line of research that needs to be 
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expanded is the use of DL architectures for the extraction, processing and 
modelling of information from system and security logs (Chuvakin, Schmidt 
and Phillips, 2012), but also from open sources on security alerts and social 
networks (Bair et al., 2017; Sabottke et al., 2015; Khandpur et al., 2017). Recur-
rent long short term memory networks (Hochreiter and Jürgen Schmidhu-
ber, 1997) are currently used, which are very useful for modelling sequences, 
although other techniques such as variational autoencoders (Kingma and 
Welling, 2013) or generative adversarial networks (Goodfellow et al., 2014) 
should also be taken into consideration.

Misinformation, fake news and cyber-attribution
Users are bombarded by the flow of digital information coming not only from 
newspapers, TV and radio, but also from digital media and user generated con-
tent. The new media environment impacts the way people form their opin-
ions as well as the mechanisms leading to democratic consensus. Increasing-
ly divergence of opinions and polarization reinforced by echo chambers is 
fragmenting public opinions and dividing citizens even when discussing com-
mon-sense daily issues.

Hybrid threats include methods of warfare, such as propaganda, deception, 
sabotage and other non-military tactics which have long been used to desta-
bilise adversaries. Foreign governments may use social media platforms to in-
fluence public views and polarise political opinions by targeting opposite po-
litical candidates during election campaigns. Spain has been the target of 
various disinformation campaigns and information operations sponsored by 
foreign states. Historical cleavages and local conflicts extend the vulnerabil-
ity surface of society and offer opportunities to certain groups or to external 
attackers to easily exploit people’s vulnerability to misinformation at their 
advantage. Nowadays, it is possible to monitor information operations thanks 
to Twitter’s election transparency initiative and the publication of thousands 
of tweets associated with propaganda or disinformation.

To better understand the relationship between fake news, post-truth, misin-
formation and disinformation it would be useful to clarify the terminology. 
Disinformation refers to motivated faking of news or other information as part 
of cyberwarfare. To have disinformation we need an attacker or malicious en-
tity suing inaccurate information to intentionally deceive the audience. Mis-
information, in contrast, only refers to the presence of inaccurate informa-
tion. Disinformation campaigns are also called ’information operations ’ and 
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are mostly conceived to affect the stability of political institutions in another 
country. A promising line of research at the crossroad between computer sci-
ence and social science explores the role social media platforms play in build-
ing political polarisation starting from affective polarisation and ideology. Un-
derstanding the drivers of political divisions and opinion polarisation is a 
fundamental research priority to safeguard our democracies from hybrid 
threats and information operations (Westwood et al., 2018).

Besides understanding how people consume and interpret information, an-
other important line of research in computer science focuses on misinforma-
tion spreading in complex networks through human accounts and bots, and 
also on assessing information accuracy and source trustworthiness. Evaluat-
ing information quality and reliability on digital platforms demands the de-
velopment of automated AI tools for the early detection and reaction to dis-
information campaigns. The coexistence of official and unofficial sources 
creating and spreading contents online complicates the task of assessing the 
veracity of a piece of information. As today, the detection of misinfornation 
is based on singling out malicious spreading strategies but not so much on the 
content itself. Another challenge to be faced in the fake news detection area, 
is the recent interest in text-generating AI systems, raised partially due to the 
creation of the GPT-2 system by OpenAI. This fact manifests the urgent need 
to introduce real time and automatic fake news detection methods.

News curation and cyber-attribution are major challenges in the digital me-
dia environment. Instances of misinformation ( inaccurate or contested in-
formation ) coexist with hybrid threats and cyberwarfare. Individual users 
may unintentionally amplify the effects of specific information operations by 
keeping sharing malicious or inaccurate contents. While some users are more 
vulnerable to phishing attacks, other users are more vulnerable to disinfor-
mation campaigns promoting forms of reasoning rooted in conspiracy theo-
ries. Filter bubbles and radicalization dynamics can also reinforce the effects 
of misleading communications thought the by polarisation of public views.

Mis/disinformation bring in specific challenges related to : ( a ) the reliability 
of information sources and the identification and forensic attribution of the 
attacker ; ( b ) the classification of misleading information and its tracking 
through complex-network analysis ; and, ( c ) an in-depth understanding of 
peoples ’ vulnerability to mis/disinformation and the deployment of accurate 
and effective counter-deception communications.
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Addressing these challenges require analysis of psychological mechanisms and 
public opinion reactions, combined with the deployment of detection tools ca-
pable of identifying malicious sources and misinformation spreading on a va-
riety of channels, from chatbots to encrypted communication systems. Social 
media and instant messaging applications are constantly under scrutiny as like-
ly misinformation channels. However, the identification of misleading infor-
mation on encrypted channels entails controversial privacy-security tradeoffs. 
Current solutions try to incorporate a human-in-the-loop logic into the auto-
matic detection of misleading information through NLP and complex network 
analysis. Additional measures to improve security without compromising pri-
vacy envision user reporting mechanisms and cyberawareness.

Cyber threats and cyber insurance
As discussed above, all kinds of organisations are critically impacted by cyber 
threats. Risk analysis is a fundamental methodology to help manage such is-
sues. With it, organizations can assess the risks affecting their assets and what 
security controls should they implement. Numerous frameworks support cy-
bersecurity risk management. Similarly, several compliance and control as-
sessment frameworks, provide guidance on the implementation of cyberse-
curity best practices. They have many virtues ; however, much remains to be 
done regarding risk analysis from a methodological point of view : a detailed 
study of the main approaches to cybersecurity risk management reveals that 
they often rely on risk matrices, with well documented shortcomings, poten-
tially inducing suboptimal cybersecurity resource allocations.

In this context, a complementary way for dealing with cyber risks through risk 
transfer is emerging : cyber insurance products have been introduced in re-
cent years. However, cyber insurance has yet to take off. Thus, all advances 
proposed, addressed towards improving smart cybersecurity risk manage-
ment should help enhancing better grounds for cyber insurance adoption. 
Moroever, dynamic AI approaches to cyber risk management may lead to en-
hanced dynamic cyber insurance products.

Security, transparency and accountability in the Fintech sector
The transition into a cashless society and the implementation of open bank in-
frastructures entail a series of challenges. On this concern, it is of major rele-
vance the required effort to achieve adequate tradeoffs between the protection 
of citizens ’ rights ( e.g., in the context of GDPR and PSD-2 ) and compliance with 
fraud detection and prevention requirements. The convenient implementation 
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of know your customer and digital onboarding solutions by banks and other fi-
nancial institutions is a must to meet the requirements of EU laws on anti mon-
ey laundering and counter terrorism financing. The proliferation of cryptocur-
rencie and, specifically, of those enabling financial transactions in a ( pseudo )
anonymous way. The analysis of public permissionless blockchains is critical to 
identify and prosecute criminal activities, as it is the case of drug trafficking or 
cyberattacks as ransomware campaigns or the implementation of command 
and control systems targeted to access privilege information from institutions 
and organization. Network analysis and sociophysics provide a set of method-
ologies that pave the way to monitor and trace cryptoassets, and eventually en-
able the identification of illegitimate financial flows. NLP is another useful 
framework to correlate dynamics in underground fora in the deep web and cap-
ital flow by means of cryptocurrencies as bitcoin. Moreover, the aggregated anal-
ysis of open data and other cryptosignals is demanded to scaffold adequate gov-
ernance schemes and accountability solutions in cryptoeconomy.

Secure computing on dependable systems
Lemmas such as “ design for test ” or “ design for manufacturability ” have re-
cently been replaced by the novel “ design for trust ” imperative. To ensure the 
dependability of systems, both software and hardware and increase Spanish and 
European technological independence, a set of new methods supported by open 
hardware and software modules have been proposed to guarantee full protec-
tion of personal and confidential information. Specific hardware modules can 
increase the security of digital processing systems, while trusted and open sys-
tems-on-chip ( SoC ) platforms can increase European technological self-deter-
mination. Dependable systems built from the root of trust to the interface lev-
el are suitable for a wide range of applications ; from tiny and ultra-low power 
internet-of-things devices, to the most advanced high performance computing 
systems. The open RISC-V initiative is an example of trustworthy hardware de-
velopment meant to improve security, while reducing risks, and allowing the 
exploration of new micro-architectural extensions for specific application do-
mains also enabling sustainable energy-efficient tools and methodologies.

Embedded systems are major components of the physical layer of any infor-
mation system, and thus of any AI system. The hybrid ( hardware/software ) 
nature of embedded processors can be exploited to increase the overall level 
security of AI systems. In certain scenarios, there is an urge to update the man-
agement of cryptograhic keys and remote attestation to enhance convention-
al secure and trusted hardware architectures based on trusted platform 
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modules. For instance, these hardware modules are not affordable to be inte-
grated in devices with limited resources. One option is to build hardware root-
of-trust, also known as hardware anchor, with the inclusion of hardware ded-
icated modules. The intrinsic digital identity ( ID ) derived by hardware is used 
as an anti-counterfeit mechanism to detect the impersonation of devices 
(Martínez-Rodríguez et al., 2018). The idea is that the unique ID is used to re-
generate cryptographic keys as many times as necessary without having to 
store them. Therefore, the underlying hardware circuitry is used as the basics 
to build high level cryptographic protocols running on software programs on 
the processors.

Another way to protect electronic devices is to monitor the system during its 
normal operation to detect eventual anomalies. The design of hardware mod-
ules that collect micro architectural information of the system is a mechanism 
to diagnose it (Tang, Sethumadhavan and Stolfo, 2014). Modern processors 
and SoCs include the so-called performance monitoring units ( PMUs ). This 
idea can be extended with the design of hardware dedicated modules to meas-
ure execution times and events using hardware/software co-design method-
ologies. Therefore, PMUs provide real-time feedback to diagnose bugs, iden-
tify anomalies, or bottlenecks during program execution. This information 
can be used as training set for AI techniques. Additionally, other hardware 
modules to test the hardware platform can be included to reinforce the deci-
sion-making accuracy of AI techniques. For instance, the inclusion of aging 
sensors that measure the performance degradation of circuitry over time. Or 
the integration of on-line testing techniques to guarantee the reliability of the 
output response during the generation of digital ID.

Furthermore, AI-based penetration testing can be carried out to achieve re-
sistance against reverse engineering ( RE ) techniques and attacks. Actually, RE 
techniques of integrated circuits ( ICs ) can be applied with different security 
purposes. For instance, the certification of cryptographic algorithms imple-
mented in hardware, the identification of hardware trojans inserted during 
the fabrication process, and the hacking of ICs to access sensitive information 
for forensic purposes (Quijada et al., 2018). Whereas the non-invasive side 
channel attacks ( SCAs ) exploit vulnerabilities on software or hardware im-
plementations of cryptographic algorithms to recover the secret key (Hettwer, 
Gehrer and Güneysu, 2019), the use of methodologies based on AI techniques 
reduce the time required to complete RE and SCA procedures. In the case of 
SCA attacks, published works have demonstrated that DL based SCAs are very 
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efficient when targeting cryptographic implementations even protected with 
the common side-channel countermeasures (Maghrebi, 2019). In short, AI 
can be used to conduct RE on ICs with a wide range of security purposes as :

	Ț Pattern and object identification. Logical block and security mechanism 
identification on IC surface.

	Ț IC segmentation. IC decomposition into basic logical blocks.
	Ț Intellectual property modules detection. Proprietary logical blocks 

identification using graphical convolutional networks.
	Ț Image super-resolution. Use of low-quality images to reconstruct 

high-quality ones.
	Ț Image restoration. Damaged image reconstruction using generative 

adversarial networks GANs.
	Ț Power consumption patterns. Functional patterns identification using 

recurrent neural networks.
	Ț Voltage contrast IC signals identification. Application of NLP 

procedures to pattern identification and functionality inference from IC 
signals and video analysis.

	Ț IC Synthesis tools. Total or partial IC generation using GANs.
	Ț Style Transfer. IC design and technology identification in order to 

emulate its functionality using computer-aided libraries for IC design.
	Ț Adversarial attacks. Use of evolved DL models in IC reconstruction.

Dependable autonomous vehicles
Although the dream of the SAE for a level 5 autonomous vehicle ( AV ) could be 
envisioned as completely independent entities without any connection with 
the outside world, every current player envisions the car of the future with 
multiple interactions with its environment ( vehicle to environment [ V2E ]), 
including road agents, infrastructure elements and service providers. This 
V2E communication has to guarantee distributed end-to-end security to en-
sure robustness against all types of attack vectors. The standards and securi-
ty practices used today are not adequate for AVs. Functional safety standards 
like ISO 26262 and its evolution into SOTIF, information sharing like Au-
to-ISAC, software coding guidelines like MISRA, or overall safety scores like 
EURO NCAP do not solve the security issues that AVs will have to face in the 
short term. Upcoming AVs will have to consider securing each AI mechanism 
system itself, and communications between edge computing devices or vehi-
cles with encryption and authentication mechanisms against attacks.
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AI mechanisms for AVs
Cognition-inspired mechanisms and AI techniques are used to learn about 
the environment, and must detect unpredictable and harmful behavior, in-
cluding hacking. In this context, the actions of an AI strategy may be limited 
by how it learns from its environment, how the learning is reinforced and how 
the exploitation dilemma is addressed. AVs could be exposed to malicious ac-
tors trying to manipulate the artificial perception and decision-making sys-
tems based on adversarial learning mechanisms that influence the training 
data for abnormal traffic detection.

Secure V2X communication 
The majority of V2X messages are safety-related broadcast, with no restric-
tion on which vehicles within range are allowed to read them. A security-re-
lated requirement for safety-related messages, is that senders should be trust-
worthy and accountable. Therefore, the removal/revocation of detected 
misbehaving participants from the V2X system is key. As a result, the require-
ment needs to be supported by appropriate technical measures and certifica-
tion procedures for the underlying software and hardware.

The two previous aspects need to be seamlessly considered in critical AV func-
tions. A good example of this is the enhanced and collaborative perception, 
which draw from AI to interpret a larger environment in a more dependable 
way, and needs consistency checks using ad-hoc V2X C-ITS messages, such 
as the Collective Perception Message. In any case, the involved components 
should be secure ( i ) by design ( to ensure CIA ); ( ii ) by default ( with the con-
firmed capability to support these security properties at installation ); and ( iii ) 
throughout their lifecycle.

Data protection by design and by default
Appropriate business, legal, and technical infrastructures are needed to trans-
form into practice GDPR principles such as privacy by default and by design 
(Bender et al., 2014). They require to adopt the data minimization principle 
from the design-phase of a system and as a default property. According to art. 
25 of the EU GDPR, people’s personal information should be protected by de-
sign and by default. This implies two things. First, proper data minimization 
procedures should be designed in any information management solution in-
cluding AI applications. Second, that data minimization principles should rep-
resent default features. Because of the key role that data plays in ML, adequate 
schemes to evaluate the quality and reliability of data are needed. There is a 
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need to improve the theory of data minimisation to enable utility models for 
AI consistent with citizens ’ expectations and data protection rights. It is also 
necessary to establish adequate data classification procedures to comply with 
current data protection policies. In addition, specific organizational and tech-
nical measures must be established to protect data according to their level of 
sensitivity. For instance, highly sensitive data should be protected using data 
loss prevention systems by means of advanced data-driven solutions.

Biomedical research and privacy risks
The availability of healthcare data in digital formats has increased over the 
years with the introduction in hospitals and clinical practice of digital devic-
es and equipment ( e.g. computed tomography, MRI, digital microscopes ). The 
storage and availability of health data bring huge opportunities for biomedi-
cal research, but also pose considerable privacy risks. According to GDPR Art. 
9, additional organisational and technical measures need to be established for 
the processing of “ personal data revealing racial or ethnic origin, [...] genetic 
data, biometric data for the purpose of uniquely identifying a natural person, 
data concerning health or data concerning a natural person’s sex life or sexu-
al orientation ”. These special categories of data are highly sensitive but also 
very valuable in economic and instrumental terms as they can improve dra-
matically medical research and facilitating the personalisation of treatments. 
However, health, genetic and biomedical data posits serious anonymisation 
challenges, which are accentuated by data variety, that is, from the fact that 
these data come in a variety of formats, which further complicate data man-
agement and the de-identification process. For instance, a 3D reconstruction 
including the face of a person can be easily obtained from MRI acquisition of 
a person’s head. While it is possible to mitigate the privacy risk of re-identifi-
cation by using brain extraction software or other de-facing techniques, there 
are instances for which no appropriate de-identification tools are available. 
Furthermore, brain structures can be matched using expectation–maximiza-
tion algorithms, so once an adversary is in possession of one MRI view of the 
brain of a person it can identify other images of the same brain. Genomics and 
DNA data also present specific privacy protection challenges. The populari-
sation of consumer genomics services has increased reidentification risks for 
individuals as well as for ethnic groups. It has been estimated that a large pro-
portion of US population can be identified starting just from a DNA sample 
even if these people never used a DNA service.
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4. KEY CHALLENGING POINTS

We have identified the following major areas at the crossroads of cybersecu-
rity and AI to which CSIC researchers will contribute.

4.1. Fighting Misinformation About Science
The COVID-19 pandemic foregrounded the interconnection between the 
physical and the digital world and also demonstrated the extent to which the 
spread of biological and informational viruses bring new challenges to socie-
ties. The accelerated pace of scientific production and dissemination during 
the pandemic and the proliferation of fake news, rumors and hoaxes on those 
findings put institutions and official sources as well as fact-checking platforms 
under pressure. People in many countries were victims of misinformation 
about the contagion or the treatment of the disease. The COVID-19 pandem-
ic made evident the need for better crisis management and preparedness 
strategies incorporating automatic end-to-end content verification tools. 
Acknowledging the capital role of human experts in information curation and 
verification, we are designing a solution incorporating a variety of data sourc-
es. We envision the integration of crowdsourcing approaches, based on knowl-
edge extraction from open social networks and instant messaging apps, and 
expert knowledge obtained from scientific publications and technical stand-
ards. The definition of falsehood and truth is an epistemic and technical chal-
lenge, as well as establishing rules for drawing a line between freedom of ex-
pression and misinformation. Methodologies for assessing information 
quality and source reputation and trustworthiness also need to be established. 
Open questions remain on how to mitigate the damage that fake news and ru-
mors can cause in society. There are several current examples of collective de-
cisions taken under the pressure of misinformation. Collecting data from the 
different spreading media ( online social networks, newspapers and tradition-
al media ) is fundamental to characterize and identify the spreading patterns. 
Modeling and AI can help to design new strategies to reduce the impact and 
to explore ways to expose the population to un-skewed information.

4.2. Imposing Security-by-Default Along the Computing System 
by Leveraging AI
Computing infrastructures are constant targets of cyber attacks aimed at gain-
ing access to valuable assets such as data or computing power. To respond to 
advanced persistent threats, zero-day attacks, hybrid or other emerging threats, 
there is an urgent need to offer integral approaches to secure information 
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assets and critical infrastructures. An important part of this holistic approach 
to threat modelling and containment is represented by methodologies to as-
sess the reliability and trustworthiness of hardware and software components 
along their life cycle. Traditionally the plan-do-check-act ( PDCA ) methodolo-
gy has been applied to ensure ICT systems quality. However, the complexity of 
hardware and software production, the dependence on third parties, and the 
variability of the application contexts make necessary to enlarge and perfect 
the PDCA methodology (Diaz et al., 2019) ( see Figure 8.2 ). With such a goal, 
new AI tools are created to identify threats and evaluate security risks along 
the design and deployment of hardware and software products.

The expertise of CSIC researchers working on smart cybersecurity will be tar-
geted at :

	Ț The application of AI techniques to detect and avoid side-channel and 
fault injection attacks, through the adequate application of reverse 
engineering approaches ;

	Ț The deployment of computational and formal methods to characterise 
communication channels and attack models in information and 
communication systems ;

FIGURE 8.2—Integral methodology for the secure software and hardware development life cycle.
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	Ț The development of procedures for comprehensive risk analysis, with a 
special consideration for automatic decision making and autonomous 
systems.

4.3. Creating a Formal Model for Adversarial Machine Learning
AML is an area of major importance in security and cybersecurity to protect 
systems which are increasingly being based on ML algorithms (Comiter, 2019). 
As we mentioned, there is a need for new paradigms going beyond standard 
game-theoretic approaches. One possibility is through adversarial risk anal-
ysis ( ARA ), which does not entail common knowledge conditions, being there-
fore much more realistic. As a byproduct, we obtain more robust algorithms. 
Here are some research challenges in this respect.

Robustifying ML algorithms through Bayesian ideas. Bayesian methods pro-
vide enhanced robustness in AML. (Ekin et al., 2019) shows how game theory 
solutions based on point estimates of preferences and beliefs may lead to un-
stable solutions, while ARA solutions tend to be more robust better acknowl-
edging uncertainties. Thus, a promising challenge consists of developing effi-
cient algorithms for approximate Bayesian inference with robustness 
guarantees. Indeed, there are several ways in which the Bayesian approach may 
increase security of ML systems. Regarding opponent modelling, an agent has 
uncertainty over her opponent’s type initially ; as information is gathered, she 
might be less uncertain about her model through Bayesian updating. Uncer-
tainty over attacks in supervised models can also be considered to obtain a more 
robust version of adversarial training. Combining this approach with ARA op-
ponent modelling may further increase robustness. Lastly, there are alternative 
approaches to achieve robustness in presence of outliers and perturbed obser-
vations, as through robust divergences for variational inference (Futami, Sato 
and Sugiyama, 2018). The robust Bayesian literature burgeoned in the peri-
od 1980-2000 (Rios Insua and Ruggeri, 2000). In particular, there has been rel-
evant work in Bayesian likelihood robustness, referring to likelihood impreci-
sion, reminiscent of the impact of attacks over data received. Note that Bayesian 
likelihood robustness focuses around random or imprecise perturbations and 
contaminations in contrast to the purposeful perturbations in AML.

Modelling and computational enhancements may enhance operational as-
pects. First, a core element in AML is the choice of the attacker perturbation 
domain. This is highly dependent on the nature of the data attacked. For ex-
ample, in computer vision, a common choice is an Ap ball of certain radius 
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centered at the original input. These perturbations, imperceptible to the hu-
man eye, may not be representative of threats actually deployed. Thus, it is 
important to develop threat models that go beyond Ap norm assumptions. 
Moreover, it is important to deal with multiple agents in its variants ( one de-
fender vs. several attackers, several defenders vs. several attackers ) including 
cases in which agents on one of the sides cooperate.

There is also a need for new algorithmic approaches. Exploring gradient-based 
techniques for bi-level optimization problems arising in AML is a fruitful line 
of research, (Naveiro and Ríos Insua, 2019). However their focus on white box 
attacks. On the other hand, Bayesian methods are also hard to scale to high di-
mensional problems or large datasets. Recent advances in accelerating sto-
chastic gradient Markov chain Monte Carlo samplers are crucial to leverage 
the benefits of a Bayesian treatment. The ARA framework essentially goes 
through simulating from the attacker problem to forecast attacks and then 
optimize for the defender to find her optimal decision. This may be computa-
tionally demanding and we could explore single stage approaches to alleviate 
computations.

AML methods need to be developed. For example, there is a need to extend 
ACRA to to discriminative models and multi-class problems. Further research 
is also required in relation with attacks to unsupervised learning, for exam-
ple through k-means clustering, autoregressive models and NLP which are 
just beginning to attract attention.

4.4. Safeguarding Privacy in the Era of Big Data and AI
Privacy-preserving techniques currently available have not resolved the usabil-
ity-privacy tradeoff. In other words, preserving data privacy through obfusca-
tion, de-indentification and encryption create some problems to data utility. 
These alternative techniques need to be complemented with strong communi-
cation security protocols and orchestrated into a comprehensive context-sen-
sitive methodology. Identity management represents a fruitful strategy to fos-
ter privacy protection through adequate utility and privacy data models and the 
implementation of suitable anonymization and pseudoanonymization tech-
niques. Starting from basic sanitization procedures ( designed to eliminate qua-
si-identifiers ), other methods based on attribute generalization can open the 
door to the deployment of forms of privacy-respectful querying rooted in dif-
ferential privacy (Dwork, 2014). This can offer privacy protection, but could also 
reduce research data quality. Furthermore, it cannot be applied to unstructured 
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data types like medical images, although there exist some important contribu-
tions from the field of federated learning. To safeguard data quality, an alterna-
tive proposal is to build secure storage and analysis platforms for biomedical 
data, so called data safe havens, where researchers can analyse data, but cannot 
extract them. The problem this time is how to ensure platform security, user 
access control and auditing, network and physical security.

In the field of biomedical research, enabling GDPR-compliant data sharing of 
health records and genomics data is a key scientific and societal priority. Be-
cause of the intrinsic identifiable nature of genetic and biometric data, 
de-identification is an actual challenge. A mix of pseudonymisation tech-
niques and access control procedures are usually adopted to protect this type 
of data, whose sensitivity is high both for individuals and groups. Racial and 
ethnic information presents risks to group privacy not just to individual pri-
vacy. BD adds further risks as it makes easier to identify specific groups.
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CSIC white paper on Artificial Intelligence, Robotics 
and Data Science sketches a preliminary roadmap 
for addressing current R&D challenges associated with 
automated and autonomous machines. More than 
50 research challenges investigated all over Spain by 
more than 150 experts within CSIC are presented in eight 
chapters. Chapter One introduces key concepts and tackles 
the issue of the integration of knowledge (representation), 
reasoning and learning in the design of artificial entities. 
Chapter Two analyses challenges associated with the 
development of theories –and supporting technologies– 
for modelling the behaviour of autonomous agents. 
Specifically, it pays attention to the interplay between 
elements at micro level (individual autonomous agent 
interactions) with the macro world (the properties we 
seek in large and complex societies). While Chapter Three 
discusses the variety of data science applications currently 
used in all fields of science, paying particular attention to 
Machine Learning (ML) techniques, Chapter Four presents 
current development in various areas of robotics. Chapter 
Five explores the challenges associated with computational 
cognitive models. Chapter Six pays attention to the ethical, 
legal, economic and social challenges coming alongside 
the development of smart systems. Chapter Seven engages 
with the problem of the environmental sustainability of 
deploying intelligent systems at large scale. Finally, Chapter 
Eight deals with the complexity of ensuring the security, 
safety, resilience and privacy-protection of smart systems 
against cyber threats.




